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Abstract— In this paper, we propose a class of iterative
equalizers for space-time bit interleaved coded modulation
over MIMO block fading multipath AWGN channel. Simula-
tions show that the proposed receivers are able to reach the
matched-filter bound and that the tested space-time cod-
ing schemes have the potential to get close to the Shannon
theoretical limit.
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I. Introduction

It was first conjectured in [1] that Space-Time Bit-
Interleaved Coded Modulation (STBICM) is a simple
and appealing signaling scheme for ergodic Multiple-Input
Multiple-Output (MIMO) flat fading channel. Under itera-
tive decoding (ID) assumption, this scheme has the poten-
tial to perform very close to the Shannon theoretical limit
[2]. We would expect this good behavior to encompass the
non-ergodic case as well. Several recent contributions have
all confirmed, at least by Monte-Carlo simulations, the at-
tractiveness of STBICM-ID for MIMO block fading AWGN
channel with InterSymbol Interference (ISI) [3]. However,
the main drawback of STBICM-ID lies in the complex-
ity involved at the receiver side. As well known, optimal
joint Maximum A Posteriori (MAP) criterion is purely in-
feasible but can be approached by separating the MIMO
ISI detection and the outer decoding (both performed in
symbol-by-symbol MAP sense) and by exchanging random-
ized soft information between them in an iterative fashion
[4] [5]. Unfortunately, the complexity of MAP ISI detec-
tion, being directly related to the number of states in the
channel trellis, increases exponentially with transmission
rate and channel selectivity and explodes in the MIMO
case. Some previous works have attempted to tackle this
complexity impediment by resorting to massive trellis state
reduction together with Per Survivor Processing (PSP) ([6]
and the references therein). However, for large MIMO sys-
tems and/or high-order modulations, the number of tran-
sitions per state becomes the true limiting factor of such
techniques. On the other hand, soft interference cancel-
lation algorithms based on the recursive calculation of a
MMSE filter taking into account prior statistics on deci-
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sions have received a great amount of attention since the
last six years, revealing a powerful alternative to MAP ISI
detection (and its suboptimal versions). Various methods
have been proposed to equalize Single-Input Single-Output
(SISO) channels with memory or to detect multiple users
in CDMA systems [7] [8] [9] [10]. Exploiting the analogy
between time domain and spatial domain spreading, some
recent contributions have revisited the Wang et al.’s equa-
tions in the context of multiuser MIMO channel with mem-
ory [11] [12].

This paper describes a new class of efficient equalizers for
STBICM transmitted over MIMO block-fading multipath
channel. Our objective is to solve the problem of Inter-
Symbol Interference (ISI) and Multi-Antenna Interference
(MAI) with minimal complexity, i.e., polynomial in all sys-
tem parameters, while performing as close as possible from
the Shannon theoretical limit. In Section II, we introduce
the communication model. In section III, we briefly de-
rive the well-known Wang et al.’s approach in the context
of MIMO transmission, where ISI equalization and MAI
resolution are jointly performed for all individual anten-
nas. In section IV, we propose an alternative approach, in
which ISI and MAI cancellation tasks are decoupled, lead-
ing to a much lower computational complexity. Section V is
devoted to Monte-Carlo simulation results and comments.
We conclude the paper in section VI, opening future re-
search topics.

Notation
• The superscripts ∗,ᵀ and † indicate conjugate, transpose
and Hermitian transpose, respectively.
• diag{.}, tr{.}, det{.} denote diagonal, trace, and deter-
minant operators on square matrices, respectively.
• Probability density functions (pdf) are denoted p (.) and
probability mass functions (pmf) are denoted Pr [.].

II. Communication model

We consider a MIMO B-block fading multipath AWGN
channel with T transmit and R receive antennas and mem-
ory M [13] [14]. Channel State Information (CSI) is per-
fectly known at the receiver and unknown at the trans-
mitter. Fading blocks are thought as separated both in
time and frequency and may be correlated or not. This
model is well suited to represent a slowly time-varying
MIMO multipath channel where blocks may either result
from frequency-hopping in TDMA systems or be identified
with subcarriers in OFDM systems. In the simulation Sec-



tion, the block-static subcase (i.e., B = 1) benefits from
particular attention.

A. Space-time bit-interleaved coded modulation

Let C be a linear code of length N and rate ρ over F2.
Produced code words c = {cn}∈FN

2 enter a well-designed
bit interleaver I1, whose matrix output D∈F

B×Q×L
2 is seg-

mented into B matrices Db ∈ F
Q×L
2 , b = 1, ..., B. Columns

of matrices Db are vectors db
k ∈ F

Q
2 , k = 1, ..., L, re-

ferred to as ”vector symbol digit”, containing T sub-vectors
db

t,k ∈ F
Qt

2 , t = 1, ..., T (one per channel input), with
stacked binary components. Clearly, Q =

∑
t Qt. We

access to the ith binary component of db
t,k via the dedi-

cated notation db
〈t,i〉,k. Within each matrix Db, all sub-

vectors db
t,k are mapped onto the corresponding complex

signal set At of cardinality |At| = 2Qt through a label-
ing application φt : {0, 1}Qt → At. After signal map-
ping, this coding-modulation process can be equivalently
regarded as a space-time modulation-coding scheme where
every code word X contains B × T × L complex symbols
divided into B distinct matrices Xb, B = 1, ..., B, whose
columns xb

k ∈ A1 × ... × AT ⊂ CT , k = 1, ..., L are re-
ferred to as ”vector constellation symbol”. The ith digit of
subvector db

t,k can be recovered from xb
k by simple reverse

mapping φ−1
t,i . It can be convenient to define the global la-

beling application φ : {0, 1}Q → A1 × ...×AT which maps
vectors symbol digit db

k into vectors constellation symbol
xb

k. The ith digit of vector db
k can be recovered from xb

k

by simple reverse mapping φ−1
i . Falling into the general

class of space-time codes, this architecture offers a spectral
efficiency in bits per channel use (p.c.u) :

η = ρ

T∑
t=1

Qt (1)

under ideal Nyquist band-limited filtering assumption.
Without loss of generality, we assume that sets At are iden-
tical for all transmit antennas and that per-constellation
Gray labeling is used2.

B. MIMO block fading multipath channel

Let Hb∈CR×T×(M+1) denote the MIMO fading multi-
path channel block b = 1, ..., B and H =

{
Hb
}

the col-
lection of all channel blocks. Let also Xb∈CT×L and
Yb∈CR×L be the ”matrix constellation symbol” and the
”matrix channel output”. The discrete-time base-band
equivalent vector channel output yb

k ∈ CR at time k =

1Refer to [13] for practical details on the design of good interleavers
for block fading channel.

2Labeling strategies have received particular attention since the last
four years. Although natural labeling is often considered as the best
choice for STBICM-ID transmitted over scalar and MIMO flat-fading
channels, we found that this conclusion is no longer true for frequency-
selective channels and that Gray labeling turns out to be the best
compromise between the first and the last iteration performance.

1, ..., L can be written as

yb
k =

M∑
m=0

Hb
mxb

k−m + wb
k, (2)

where xb
k ∈ CT are the vector constellation symbol trans-

mitted at time k, Hb
m ∈ CR×T is the mth matrix tap of

the channel impulse response, wb
k ∈ CR is the vector of

additive complex noise. The vectors of additive complex
noise wb

k are assumed zero-mean independent identically
distributed (i.i.d) circularly symmetric complex Gaussian
and thus follow the pdf N (

0, σ2I
)
. Channel Hb, con-

stant along the corresponding block duration, has a Finite
Impulse Response (FIR) of length M + 1, whose symbol-
spaced taps Hb

0, ...,H
b
M are R×T complex random matrices

with zero-mean and mean power satisfying the normaliza-
tion constraints

E

[
diag

{
M∑

m=0

Hb
mHb†

m

}]
= T I (3)

in the case of an equal power system. Uniform power al-
location is a fair policy when no CSI is available at the
transmitter. For subsequent derivations, it is convenient to
introduce the equivalent length-LF sliding window model
(LF = L1 + L2 + 1) for the received signal

yb
k

= Hbxb
k + wb

k (4)

where xb
k,yb

k
,wb

k are stacked vectors

xb
k =

[
xbᵀ

k+L1
. . . xbᵀ

k−L2−M

]ᵀ
yb

k
=
[
ybᵀ

k+L1
. . . ybᵀ

k−L2

]ᵀ
wb

k =
[
wbᵀ

k+L1
. . . wbᵀ

k−L2

]ᵀ (5)

and where Hb is the Sylvester channel matrix

Hb =

 Hb
0 · · · Hb

M

. . . · · · . . .
Hb

0 · · · Hb
M

 (6)

of dimension RLF × T (LF + M).

C. Information-theoretic aspects

When the code word spans over a limited number of
channel blocks, only the cumulative distribution (outage
probability) of the channel capacity is meaningful [15].
Given a transmission rate η, the outage probability of our
model is formally defined as:

Pout (η) = Pr

(
1
B

B∑
b=1

C(Hb) < η

)
(7)

where C(Hb) is the channel capacity associated to Hb

given by:

C(Hb) =
∫ 1

0

log2

(
det

{
I +

γ

T
Hb(θ)Hb(θ)†

})
dθ (8)



with γ the average SNR per receive antenna and Hb(θ)
the Discrete Fourier Transform (DFT) associated with the
bth MIMO channel FIR, i.e,

Hb(θ) =
M∑

m=0

Hb
me−j2πmθ (9)

As well known, the capacity is achieved when x is a
circularly symmetric complex Gaussian with zero mean
and covariance γ

T I. If x belongs to the discrete alpha-
bet A1 × ... × AT ⊂ CT , the maximum achievable rate
should be normally given by the average mutual informa-
tion I(x;y). This leads to the definition of an information
outage probability

Pout (η) = Pr

(
1
B

B∑
b=1

Ib(x;y) < η

)
(10)

which, in practice, is quite close to the outage probability
for the spectral efficiencies presented in section V3.

III. Block-iterative joint ISI and MAI
cancellation

Proposed equalizers process each received data block Yb,
b = 1, ..., B separately, in an iterative fashion, making use
of refined probabilistic information fed back by the outer
decoder. All described signals and devices should be block-
indexed. We suppress this dependency to simplify the no-
tations.

A. Joint ISI and MAI cancellation

Considering antennas as ”distinct users”, the direct ap-
proach solves the classical problem of multiuser detection
in the presence of multiple paths [8, section V]. The equal-
izer is made of a bank of T one-dimensional MMSE filters
of dimension 1 × RLF , each of them being followed by a
SISO detector. We now focus on antenna t. At iteration l,
the vector of soft MMSE symbol estimates used to softly
regenerate the MAI and ISI corrupting xt,k is

x̃l
t,k =

[
x̃l

1,k+L1
, ..., x̃l

t−1,k, 0, x̃l
t+1,k, ..., x̃l

T,k−L2−M

]ᵀ
(11)

Given logarithmic priors P l
〈t,i〉,k on all symbol digits, the

soft MMSE symbol estimates x̃l
t,k are obtained as

x̃l
t,k =

∑
x∈At

x
exp

{∑Qt

i=1 φ−1
t,i (x)P l

〈t,i〉,k
}

∏Qt

i=1

[
1 + exp

{
P l
〈t,i〉,k

}] (12)

At first iteration, logarithmic priors are equal to 0. After
soft interference cancellation, the input vector at time k for
the MMSE filter is expressed as

ỹl

t,k
= y

k
− Hx̃l

t,k (13)

3Note that the definition of outage or information outage probabil-
ities assumes infinitely long code words. Since, in practice, the BLER
performance of our codes actually depends on the chosen length N ,
the comparison might be somehow unfair. This problem is currently
under investigation and exceeds the scope of the paper.

The (biased) filter f l
t which minimizes the unconditional

MSE ∥∥∥xt,k − f l
t ỹ

l

t,k

∥∥∥2

(14)

is easily obtained from the projection theorem as

f l
t = e†∆(t)H

†
[
HΘl

tH
† + σ2I

]−1

(15)

considering the stochastic innerproduct 〈x,y〉 = E
{
xy†}

with associated norm ‖.‖. In (15), e∆(t) is a T (LF + M)×1
vector with a 1 at position ∆ (t) = TL1 + t and 0’s else-
where. Assuming sufficiently large space-time interleaving,
the covariance matrix Θl

t is expressed as

Θl
t � E

{(
xk − x̃l

t,k

)(
xk − x̃l

t,k

)†}
= (16)

diag
{

1 − E

{∣∣x̃l
1,k+L1

∣∣2} , ..., 1, ..., 1 − E

{∣∣x̃l
T,k−L2−M

∣∣2}}
(17)

with the 1 located at position ∆ (t). The following equal-
ity holds for each term on the diagonal

E

{∣∣x̃l
t′,k′

∣∣2} ≈ 1
LT

L∑
k=1

x̃l†
k x̃l

k, ∀ (t′, k′) 	= (t, k) (18)

At the output of the MMSE filter, we turn to the unbi-
ased model

zl
t,k =

f l
t

f l
tHe∆(t)

ỹl

t,k
= xt,k + ζl

t,k (19)

in which ζl
t,k represents the residual interference plus

noise. The analytical expression of the unconditional SINR
βl

t is given by

βl
t =

f l
tHe∆(t)

1 − f l
tHe∆(t)

(20)

Processing zl
t,k from (19) as the output of a virtual SISO

AWGN channel with variance 1/βl
t, the detector computes

logarithmic extrinsic probability ratios on symbol digits i =
1, ...Q as

Ll,det
〈t,i〉,k = ln

∑
x∈X1

t,i
p
(
zl
t,k |x

)
exp

{∑
j∈Jt,i

φ−1
t,j (x)P l

〈t,j〉,k
}

∑
x∈X0

t,i
p
(
zl
t,k |x

)
exp

{∑
j∈Jt,i

φ−1
t,j (x)P l

〈t,j〉,k
}

(21)
with

Xε
t,i =

{
x ∈ At

∣∣φ−1
t,i (x) = ε

}
Jt,i = {j ∈ 1, ..., Qt |j 	= i} (22)

B. Iterative scheduling

Logarithmic extrinsic probability ratios Ll,det
〈t,i〉,k are col-

lected over all blocks b = 1, ..., B and rearranged, after
space-time deinterleaving I−1, into one single vector of log
ratios Y l

n, n = 1, ..., N , on the basis of which logarithmic



extrinsic probability ratios on code word bits can be com-
puted as

Ll,dec
n = ln

∑
c∈C|cn=1 exp

{∑
n′ �=n cn′Y l

n′

}
∑

c∈C|cn=0 exp
{∑

n′ �=n cn′Y l
n′

} (23)

After space-time reinterleaving I, the vector of Ll
n is

scattered into B real-valued matrices of dimension QT ×L.
Logarithmic extrinsic probability ratios Ll,dec

n from the
outer decoder at iteration l serve as logarithmic priors
P l+1
〈t,i〉,k on symbol digits for the equalizer at iteration l + 1.

This first approach is naturally suited to the multiuser
MIMO channel model. It requires T matrix inversions in
O(R3L3

F ) (one for each antenna).

IV. Decoupling MIMO ISI and MAI cancellation

We now propose to see vector constellation symbol xk as
belonging to a T -dimensional modulation and to derive one
single multidimensional MMSE filter Fl to cancel the ISI
created by other T -dimensional symbols xi, i 	= k. Once
the ISI has been (partially) removed, we detect symbol
digits in xk just as if the MIMO channel was flat. This
becomes a quite appealing MIMO detection scenario for
which efficient algorithms have already been proposed in
the literature. Not only this approach offers obvious com-
putational savings, but it also differs conceptually. If ISI
cancellation still relies on MMSE criterion, a new freedom
degree appears for the one employed in MIMO detection.
Different types of algorithms can be used ranging from the
MAP MIMO detector to the very suboptimal SUMF-IC
MIMO detector. Prominent among them is the list-APP
sphere-decoder which implements the MAP criterion with
polynomial complexity in system parameters. Because of
the closed connections between all devices, this freedom
degree impacts on the behavior of the global iterative al-
gorithm (convergence speed and asymptotic performance)
and allows to adapt the receiver complexity to the system
load or to the channel selectivity.

A. Multidimensional ISI cancellation

The equalizer is made of a single multidimensional
MMSE filter of dimension T × RLF followed by a MIMO
detector. At iteration l, the vectors of soft MMSE vestor
symbol estimates used to softly regenerate the multidimen-
sional ISI corrupting xk is

x̃l
k =

[
x̃lᵀ

k+L1
, ..., x̃lᵀ

k+1,0
ᵀ, x̃lᵀ

k−1, ..., x̃
lᵀ
k−L2−M

]ᵀ
(24)

Given logarithmic priors P l
i,k on all symbol digits, the

vector symbol estimates x̃l
k are obtained as

x̃l
k =

∑
x∈A

x
exp

{∑Q
i=1 φ−1

i (x)P l
i,k

}
∏Q

i=1

[
1 + exp

{
P l

i,k

}] (25)

At first iteration, logarithmic priors are equal to 0. Af-
ter soft interference cancellation, the input vector for the

MMSE filter is expressed as

ỹl

k
= y

k
− Hx̃l

k (26)

The multidimensional (biased) filter Fl which minimizes
the unconditional MSE∥∥∥xk − Flỹl

k

∥∥∥2

(27)

is similarly obtained from the projection theorem as

Fl = E†
∆H†

[
HΘlH† + σ2I

]−1

(28)

again considering the stochastic innerproduct 〈x,y〉 =
E
{
xy†} with associated norm ‖.‖. In (28), E†

∆ is the T ×
T (LF + M) matrix

E†
∆ = [· · · 0 · · ·︸ ︷︷ ︸

L1

I · · · 0 · · · ]︸ ︷︷ ︸
L2+M

(29)

Assuming sufficiently large space-time interleaving, the
covariance matrix Θl is expressed as

Θl � E

{(
xk − x̃l

k

)(
xk − x̃l

k

)†}
= (30)

diag
{
I − E

{
x̃l

k+L1
x̃l†

k+L1

}
, ..., I, ..., I − E

{
x̃l

k−L2−M x̃l†
k−L2−M

}}
(31)

with identity matrix I located at position L1 + 1. The
following equality holds for each term on the diagonal

E

{
x̃l

k′ x̃l†
k′

}
≈
(

1
LT

L∑
k=1

x̃l†
k x̃l

k

)
I, ∀k′ 	= k (32)

At the output of the MMSE filter, we obtain the biased
model

zl
k = Flỹl

k
= FlHE∆xk + ζl

k (33)

in which ζl
k represents the residual interference plus noise

with covariance matrix

E

{
ζl

kζl†
k

}
=
(
I − FlHE∆

)
E†

∆H†Fl† (34)

If the time correlation has no real impact for subsequent
MIMO detection, the spatial correlation plays a key role.
Spatial whitening can be efficiently done by a Cholesky
factorization of the noise covariance matrix. Assume that
E

{
ζl

kζl†
k

}
= LL†. Whitening the noise yields the new

model
zl

k = Glxk+ζl
k (35)

in which Gl = L−1FlHE∆ and ζl
k is now a zero-mean ran-

dom vector with covariance matrix E

{
ζl

kζl†
k

}
= σ2I. The

analytical expression of the unconditional SINR βl becomes

βl =
1
σ2

tr
{
Gl†Gl

}
(36)



Under ideal decoder feedback assumption, it is easy to
prove that the maximum possible global SNR βMFB , given
by the Matched Filter Bound (MFB)

βMFB =
1
σ2

tr

{
M∑

m=0

H†
mHm

}
(37)

is reached. Hence, the proposed turbo-equalizer is
asymptotically optimum. This second approach requires
only one matrix inversion in O(R3L3

F ) (instead of T ) and
a Cholesky factorization in O(T 3) for the spatial whiten-
ing of the noise vector at the output of the MIMO ISI
canceler. The sphere-decoder requires another Cholesky
factorization of the Gram matrix Gl†Gl (in O(T 3) also).

B. Selected algorithms for MIMO detection

B.1 MAP MIMO detector

Processing zl
k from (35) as the output of a virtual MIMO

fading flat AWGN channel, the MAP MIMO detector com-
putes logarithmic extrinsic probability ratios on symbol
digits i = 1, ...Q as

Ll,det
i,k = ln

∑
x∈X1

i
p
(
zl

k |x
)
exp

{∑
j∈Ji

φ−1
j (x)P l

j,k

}
∑

x∈X0
i
p
(
zl

k |x
)
exp

{∑
j∈Ji

φ−1
j (x)P l

j,k

}
(38)

with

Xε
i =

{
x ∈ A1 × ... ×AT

∣∣φ−1
i (x) = ε

}
Ji = {j ∈ 1, ..., QT |j 	= i} (39)

B.2 List-APP sphere decoder

As a matter of fact, MAP MIMO detection will never
be retained for high rate communication scenarii, since the
point enumeration over the whole constellation subsets X0

i

and X1
i rapidly becomes overwhelming for large numbers of

transmit antennas and/or high-order modulations. A care-
ful analysis of likelihood values reveals that a huge number
of them are negligible. Hence, the point enumeration can
be performed over much reduced size subsets L1

i and L0
i ,

also called lists, which only contain the non-negligible like-
lihoods. In geometrical terms, those lists contain points of
the lattice within a sphere centered on a well-chosen point
(e.g., unconstrained ML or the ML point itself). This yields
the approximation

Ll,det
i,k ≈ ln

∑
x∈L1

i
p
(
zl

k |x
)
exp

{∑
j∈Ji

φ−1
j (x)P l

j,k

}
∑

x∈L0
i
p
(
zl

k |x
)
exp

{∑
j∈Ji

φ−1
j (x)P l

j,k

}
(40)

Lists may be efficiently exhibited using a modified ver-
sion of the sphere decoder, whose detailed description can
be found in [2].

B.3 IC-based detectors

To further reduce the complexity, joint MIMO detectors
can be replaced by IC-based MIMO detectors, made of a
bank of T linear filters and SISO detectors. Several kind
of IC front-ends can be employed, namely SUMF and un-
conditional MMSE.

V. Monte-Carlo simulation results

In the present paper, our concern is to test the potential
of the second approach in one of its simplest modes, i.e.,
MMSE MIMO ISI cancellation and SUMF-IC MIMO de-
tection, and for modulation-coding schemes derived from
[16]. We study the robustness of the turbo-equalizer to
both ISI and MAI. The performance of the turbo-equalizer
with MAP MIMO detection is given as a benchmark (when
it can be simulated). Moreover, for all simulations, two
analytical curves are systematically provided. The MF
bound is used to validate the turbo-equalizer efficiency at
fixed coding-modulation scheme4. The outage probability
is plotted according to (7) as an absolute limit.

We start by investigating the robustness of the turbo-
equalizer with respect to the channel selectivity. Follow-
ing [16], we consider a STBICM using 8-PSK modulation
(Gray labeling) and rate-1/3 64-state non-recursive convo-
lutional (NRC) code. Code word length is N = 1536 bits
(512 information bits), yielding L = 256 c.u per channel
block. The MIMO channel is assumed block-static (P = 1)
and comprises T = 2 transmit and R = 2 receive antennas.
The spectral efficiency is η = 2 bits p.c.u. The channel
memory is increased from M = 1 to M = 9 with equally
(EQ) distributed fading matrix coefficients. In the turbo-
equalizer, the order of the MMSE filter is set to LF = 9
(L1 = L2 = 4) for M = 1 and LF = 21 (L1 = L2 = 10)
for M = 9. On Fig.1, we see how the choice of the detec-
tion algorithm can influence the convergence towards the
MF bound when we suppose a weak channel dispersion.
The simple SUMF-IC MIMO detection allows to approach
the MF bound within 1.5 dB at BLER 10−2. With MAP
MIMO detection, the gap is reduced to 0.3 dB and the per-
formance per iteration is always better. For a more severe
channel dispersion (EQ-10 on Fig.2), the turbo-equalizer
with SUMF-IC MIMO detection performs within 0.4 dB
from the MF bound at BLER 10−2. In that case, the ISI
cancellation part works better, as predicted by the theory
[9, theorem 1]. The second set of simulations (Fig.3,4) aims
at testing the turbo-equalizer behavior when we increase
the number of antennas at fixed dispersion (channel mem-
ory M = 3, EQ distributed fading matrix coefficients, filter
order set to LF = 13, L1 = L2 = 6). We keep 8-PSK mod-
ulation (Gray labeling) and rate-1/3 64-state NRC code.
Code word length is N = 1536 bits for the block-static
4 × 4 system and N = 3072 bits for the block-static 8 × 8
system. The spectral efficiencies are η = 4 and 8 bits p.c.u,
respectively. Again, the simplest combination of the pro-
posed turbo-equalizer is sufficient to perform around 0.5
dB from the MF at targeted BLER 10−2.

We conclude the section by few additional comments:
• In all transmission scenarii, STBICM-ID is able to per-
form quite close from the outage probability at BLER 10−2.
In the last three simulations, however, the slope of the MF
bound differs from the slope of the outage probability, re-
vealing that not all the promised diversity has been cap-

4The MF bound describes the hypothetical situation where perfect
IC is performed.



tured. We will not go deeper into that interesting issue
here.
• In [17] [18], it is demonstrated through Monte-Carlo sim-
ulations that if the channel is dispersive enough, the num-
ber of antennas sufficiently large, and the load per antenna
not too heavy, simple matched filters may eventually re-
placed MMSE filters during the course of iterations without
notable degradation in terms of performance. This obser-
vation is also valid for the second approach.
• This paper is focused on the data detection part of the re-
ceiver. Another iterative loop dealing with channel estima-
tion (and reestimation) can easily complete the structure.
An iterated-decision algorithm based on simple uncondi-
tional ML or MMSE criteria provides very good results [6].

VI. Conclusion

In this paper, the principle of iterated-decision linear
equalization have been extended to STBICM over MIMO
block fading multipath AWGN channel. Two different ap-
proaches have been described. Contrary to the first ap-
proach where ISI and MAI are jointly cancelled for each an-
tenna, the second approach decouples the two tasks, allow-
ing additional freedom degree in the receiver design. Simu-
lation results (and underlying theoretical analysis) demon-
strate the great potential of the second approach to realize
powerful low-complexity equalizers with close to optimal
performance. Emphasis was put on MMSE MIMO ISI
cancellation and SUMF-IC MIMO detection, i.e., one of
the simplest combinations which was proved to be suffi-
cient for all presented transmission scenarii. However, for
higher rates per transmit antenna, we have witnessed that
the performance could severely degrade, entailing the re-
sort to joint MIMO detection in MAP sense. The later
can be efficiently performed by a list-APP sphere-decoder,
whose complexity remains polynomial in all system param-
eters. This topic, as well as further research on the design
of high-rate STBICM for MIMO block fading channel, will
be addressed in future contributions.
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Fig. 1. Block-static MIMO system 2 × 2 EQ2 η=2 bits p.c.u.



Fig. 2. Block-static MIMO system 2 × 2 EQ10 η=2 bits p.c.u.

Fig. 3. Block-static MIMO system 4 × 4 EQ4 η=4 bits p.c.u.

Fig. 4. Block-static MIMO system 8 × 8 EQ4 η=8 bits p.c.u.


