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Abstract— High-level modulation alphabets offer an additional
degree of freedom compared to the binary case, since several
mappings from bits to symbols are possible. Recently, it was
shown that using different mappings rather than Gray coding,
a tremendous performance gain for AWGN channels can be
obtained with iterative demapping and decoding. In this paper
we include iterative demapping in a turbo equalization scheme
and verify its improved performance over the conventional turbo
scheme with the extrinsic information transfer (EXIT) chart tool.

I. INTRODUCTION

A coded transmission over a multipath channel disturbing
the transmit symbols by intersymbol interference (ISI) may
be interpreted as a serial concatenation of the code and the
IST channel. The optimum detection with respect to the bit
error rate (BER) for this concatenation is in many cases
prohibitively complex. Thus, often a sub-optimum approach
is used where the received symbols are separately equalized
and decoded. In particular, turbo equalization (joint equal-
ization and decoding) represents a well-known sub-optimum
technique, where both equalizer and decoder benefit from each
other during an iterative process [1], [2].

In this paper we consider a turbo equalization scheme
that consists of the optimum symbol-by-symbol APP decoder
(BCJR algorithm [3]) and a soft interference canceler as
equalizer. This soft interference canceler has the structure of a
recurrent neural network (RNN). Hence, we term this equalizer
RNN in the following. It was introduced in, e. g., [4] and [5].
In [6] a comparison of different variants of the RNN in the
context of multiuser detection is presented. An extension of
the equalizer to a coded transmission and higher modulation
alphabets can be found in, e.g., [7] and [8].

Iterative demapping and decoding (IDEM) has shown to be
advantageous in the context of M-ary symbol alphabets [9],
[10], and [11]. In the case of AWGN channels this scheme
closely approaches the capacity limit when combined with
proper mapping from bits to symbols. We show that iterative
demapping can also be used to improve the BER performance
in the case of ISI channels, where additionally an equalizer
is required. The convergence of the proposed turbo scheme
is visualized using the extrinsic information transfer (EXIT)
chart tool [11].
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In Section II we introduce the system model. Then, in
Section III we describe both conventional turbo equalization
and the new turbo scheme (joint equalization, demapping,
and decoding). We give a brief introduction to EXIT charts
and present a simple algorithm for constructing mappings
for AWGN channels in Section IV. Simulation results for
ISI channels are shown in Section V. Finally, Section VI
summarizes essential results.

II. SYSTEM MODEL

Fig. 1 shows the transmission model. A sequence of bits ¢
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Fig. 1.

Transmission model.

is encoded with a terminated convolutional code, optionally
punctured with the puncturing matrix P and permuted by a
random interleaver II. The code sequence ¢ is mapped to the
symbols of an M-ary symbol alphabet A, = {a1,... ,an}
that can be complex-valued. These symbols x are transmitted
over a linear time-invariant multipath channel. The receive
side consists of a filter that is matched to both the transmit
pulse and channel impulse response (CIR). We insert a guard
time between blocks of Np symbols to avoid interblock in-
terference. Hence, we obtain a block of Np received symbols
T, using a discrete-time vector-valued model on symbol-basis
[12]:

Zy =Rz +n, ey

where R denotes the Np x Np autocorrelation matrix of
the convolution of the transmit pulse with the CIR, and n
is a vector of colored noise samples with covariance matrix
2 Ny R for complex-valued or Ny R for real-valued alphabets,
respectively. The component variances of the complex AWGN
process before the channel matched filter are o2 = Nj.

III. JOINT EQUALIZATION, DEMAPPING, AND DECODING

First we describe conventional joint equalization and de-
coding. Then, we proceed with the new scheme of joint
equalization, demapping, and decoding.



A. Joint Equalization and Decoding with an RNN

Fig. 2 depicts the receiver structure for joint equalization
and decoding with an RNN equalizer. It was introduced for
parallel interference cancellation in [7] and is described for
the serial case in [13]. Within one iteration the received vector
I, is first processed by the RNN equalizer and then by the
decoder. The output of the equalizer are soft values which are
fed to the decoder after deinterleaving (II™!) and depuncturing
(“Bil”). Then, the extrinsic soft values of the decoder are
punctured, interleaved, and provided to the equalizer.

First we consider the equalization step in more detail. Let
us focus on the ith symbol. Fig. 3 shows the calculation of

= I = B =
B —| RNN [——{0 | —{P7]
I
I
|
! A
| DEC[— ¢
I
:
|
I _
— I P |—)

L
=D L,

Fig. 2. Joint equalization and decoding with an RNN.

the partially equalized symbol Egl] and new soft estimate :f:y]

of the ¢th symbol in the [th iteration (z = 1,...,Np). We
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Fig. 3. Update of symbol &;.

subtract the estimated interference sgl] originating from all

other symbols in the block from the scaled received symbol:
~U
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where 7;; denotes the element of ith row and jth column of R.
We refer to (2) as serial update, since besides soft estimates
from the previous iteration [ —1 also estimates from the current
iteration [ are considered. The calculation of the soft estimates
(feedback) is according to [14], [15], where we interpret the
code C as an additional condition:

M
Al =0@) = B{a:@,c} = Y a; P(as = ;17" C).

[
j=1
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Applying Bayes’ rule and assuming statistical independence
between the two conditions C and igl] we obtain:
~[i
p(@|z; = a;) Pa; = a5/0)
~[I
p(a!")
The statistical independence is justified by the use of the
random interleaver and holds at least in the first itera-
tion. We obtain the probability P(x; = a;|C) in (4)
by using the extrinsic information of the decoder. The
vector L,p(c;|C) contains the log, M extrinsic L-values
Lep(ci|C) (v = 1,...,logy M) of the ith symbol.
The L-value of a bit ¢ is defined by its probabilities:

L(c)=1In igii% Thus, we get for P(z; = a;|C):

P(CL‘Z' = aj|E£l],C) =

N C))

logy, M

P(zi=a;l0) = ]

v=1

exp ((1 — bin[a;, v])Lep (cw|C))
1+ exp (LeD(ci,V|C))

)

(6)

where binfa;, ] denotes the value of the wvth bit of the
bit vector mapped to the symbol a;. The block LLR (log-
likelihood ratio) in Fig. 3 evaluates the channel reliability
values LE@E” |ci,) of the code bits (v =1,... ,log, M):

~[l
> p@E |z = aj)
a; E.A,[/O]

~[l ’
> p(@ 2 = ay)
a; E.A,[/l]

(6)

Le@ci,) =In

where AB) ] denotes a subset of 4, that contains all symbols
with the vth bit being equal to b (b = 0,1). The probability
densities p(%y] |z; = a;) are assumed to be Gaussian [14].

The input L-values L%, of the decoder are subtracted from
the output values to obtain extrinsic information L., which
is used for the next iteration.

B. Joint Equalization, Demapping, and Decoding with an
RNN

We omit a detailed description of iterative demapping and
focus on the basic principle only. For more information the
reader may refer to, e.g., [9]. The calculation of the channel
L-values (demapping) in (6) assumes that we have no a priori
knowledge about the bits. However, the extrinsic information
of the decoder can be treated as a priori knowledge of the
code bits for the demapper (LLR block in Fig. 3). In [9] an
iterative scheme is proposed that consists of a demapper and
a decoder. It is shown that the demapper benefits from the
additional information coming from the decoder. If we have no
a priori knowledge about the code bits Gray mapping performs
best. However, through the iterative process we gain a priori
information that is more useful for non-Gray mappings, since
neighboring symbols in the signal constellation might differ
in more than only one bit.

Fig. 4 shows the modified calculation of the L-values.
In contrast to the detector depicted in Fig. 3, the extrinsic
information of the code is now exploited for both the soft
decision function O(-) and the calculation of the L-values.
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We subtract the a priori L-values from the a posteriori L-
values [9] and obtain the channel and extrinsic L-values of the
demapper L%(fgl”ci,,,) according to (7). (7) can be derived
using Bayes’ rule, (5), and (6). The superscript * indicates
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Fig. 4. Modified calculation of LLR.

that the demapper takes a priori information of the bits into
account. Consequently, we replace in Fig. 2 L by L% and L'z
by L%/', respectively. We refer to this modified new scheme
as joint iterative equalization, demapping and decoding with
the RNN.

IV. EXIT CURVES

Convergence behavior of iterative decoding schemes can be
visualized by means of mutual information between transmit-
ted bits and L-values in the turbo scheme. A comprehensive
overview of this method for iterative demapping, turbo equal-
ization, and turbo decoding can be found in [11].

First we describe the basic principles of the EXIT chart
tool and then discuss demapper characteristics of the symbol
alphabets that are later used in Section V. Furthermore, we
present a simple algorithm for constructing mappings.

A. EXIT Chart

Let us focus on the decoder. We assume perfect interleaving.
Therefore, the input L-values of the decoder can be modeled
by independent and identically distributed random variables.
The probability density function (pdf) of these random vari-
ables Ap conditioned on the transmitted code bits W is Gaus-
sian with mean 0% /2 - (1 — 2¢) (with ¢ = 0, 1) and variance
0% . The information content Iz pec := I(W; Ap) between W
and Ap depends on o 4 by a one-to-one relationship. It can be
evaluated numerically [11]. Similarly, the mutual information
Iz pec := I(W;Ep) between W and the extrinsic decoder
output random variables E'p can be determined by observing
the pdf of Ep. The mutual output information I pec as a
function of the mutual input information JA pec is denoted as
the extrinsic transfer characteristics of the decoder.

The extrinsic transfer characteristics of the demapper and of
memoryless equalizers might be obtained with the procedure

S p(@ 2 = a;) TT exp (1 = binfaj, k) Lep(eis|C))

@)
k#v

described above. However, in the case of the RNN equalizer
we observe that the output L-values depend with (2) on the
symbol estimates & of both the current and the previous
iteration. This memory can be reproduced by running the RNN
equalizer with more than one iteration and using the same ex-
trinsic information in each iteration [13]. The feedback vector
Z 1s initialized to zero for the first iteration. Thus, the extrinsic
information of the decoder is used first for the second symbol
in the first iteration according to (2). We note that this approach
only approximately describes the transfer characteristics of the
RNN equalizer. However, for simplicity we apply the method
described above in Section V. The plots of both transfer
characteristics (decoder and equalizer/demapper) together with
the true trajectory of the iterative decoding scheme build the
EXIT chart. The dashed vertical line in Fig. 2 indicates where
the pdf of the L-values is determined.

B. Demapper Transfer Characteristics

Tables I and II show mappings for 4 ASK and 8 QAM
we want to focus on in the sequel. For 4 ASK there are
only three significantly different mappings [9], whereas in
the case of 8 QAM much more exist. Among these we
chose two interesting examples, mapping M1 and M2. The

TABLE 1
MAPPINGS FOR 4 ASK.

symbols -3 | -1 1 3
Gray 00 10 | 11 | 01
natural 00 01 10 | 11
anti Gray | 00 11 | 10 | 01

mutual input and output information of the demapper shall
be denoted as [p pem and Ig pem, respectively. Similarly,
we define I gq and Ig gq for the equalizer. Figs. 5 and 6
show the demapper characteristics of the specified mappings
for 4 ASK and 8 QAM. Additionally, both graphs contain
the decoder characteristics of a memory 2, rate % code with
generator polynomials [7 5|g (CC(7,5)). The values of the
demapper characteristics with no a priori knowledge and full a
priori knowledge shall be denoted by [y and I, respectively.
Fig. 5 illustrates that anti Gray mapping performs best as
long as the demapper characteristics lies above the decoder
characteristics. The crucial observation of ten Brink [9] was
that such a mapping with good BER performance in iterative
decoding schemes, i.e., large I, is usually connected to
small Iy. Therefore, a “good” mapping offers a large I
while still allowing convergence. Fig. 6 depicts the transfer



TABLE 11
MAPPINGS FOR 8 QAM.

symbols | 14+j | =14+j | —1—j | 1—j | 1+vV3 | 1+v3)j| —-1—v3 | (=1 —+/3);
Ml 100 111 001 010 000 110 101 011
M2 110 101 001 111 000 011 010 100
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Fig. 5. Demapper characteristics for 4 ASK at E},/No = 6dB.
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Fig. 6. Demapper characteristics for 8 QAM at E},/No = 6dB.

characteristics with largest I (M1) and largest I; (M2) for 8
QAM; Gray mapping does not exist for this QAM alphabet.

Note that Iy and [; can be approximately calculated for
AWGN channels [11]. Furthermore, the area F under the
demapper characteristics corresponds to the channel capacity
under certain conditions [16]. Thus, since the demapper trans-
fer curves for the chosen examples are almost straight lines,
we obtain the following approximate relationship:

C(Az)/logg M = F = (I + 11)/2, ®)

where C'(A,) denotes the channel capacity when using the
symbol alphabet A, with identical prior probabilities of the
symbols.

Adequate mappings could be found by applying an exhaus-
tive search which might be in some cases too complex. A
simple algorithm for a construction of “moderate” mappings
that could be used for AWGN channels is explained in the
following. It is based on the idea that we start with Gray
mapping or a mapping that is close to Gray like M1. By
exchanging the bit labels of neighboring symbols we gradually
decrease [y that has to be larger than a certain minimum
value I min. Furthermore, the ordered set S shall contain all
symbols of 4, such that neighboring symbols in the signal
space are also neighbors or lie at least close together in S. Each
position in S corresponds to a specific bit label. Algorithm:

1 input:

ordered set §, minimum required Ipmin
2 initialization:

Sbest =38 and IO,best = IO(S)

3 for ¢:=1:M —1

4 swap ith and (i+1)th symbol in S
5 calculate Iy(S)

6 if IO<IO,best and IO>IO,min then

7 IO,best = I()r Sbest =8

8 end

9 end

10 output: Shestsr Lo,best

Note that the corresponding I pest can be calculated as
described in [11] or approximated via (8). In the case of
8 QAM, E}, /Ny = 6dB, and I min = 0.4 we obtain a mapping
with Ippest =~ 0.50 and Ii pest ~ 0.73 that lies in between
the corresponding points of M1 and M2 as expected (Fig. 6).
The application of this algorithm for ISI channels might be
possible by modelling the interference as additional Gaussian
noise. However, since in these cases the quality of the output
of the algorithm, i.e., the match of the predicted Iy to the
true Iy, depends strongly on the type of ISI channel, we omit
results, here.

I; does not change for the ISI channel and an RNN
equalizer compared to the AWGN channel, since the ISI can
be perfectly removed with perfect a priori knowledge, but I
becomes smaller. Therefore, the mapping has to be chosen
even more carefully than for AWGN channels. In the following
we show simulation results for iterative demapping in the
presence of ISIL.

V. SIMULATION RESULTS

We choose for the CIR (taps are T-spaced) two examples:
channel (a) with A = 1/v/2[1 1]7 and channel (b) with



h =[0.407 0.815 O.407]T from [17]. The convolutional code
is rate % with memory 2 and generator polynomials [7 5]s.
A block of 10000 information bits is encoded to 20004 code
bits. The interleaver size is also 20004. Thus, one block has
Np = 10002 symbols for 4 ASK and Np = 6668 symbols
for 8 QAM. The number of iterations in the joint equaliza-
tion and decoding scheme (RNN) and for joint equalization,
demapping, and decoding (RNN+IDEM) is 15 as well as for
the AWGN reference curves. Fig. 7 shows the BER for 4
ASK and channel (a). As references the Shannon limit of
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Fig. 7. BER for 4 ASK and channel (a).

the AWGN channel (vertical line) and AWGN performance
of the mappings is included. As expected there is almost
no difference between RNN and RNN+IDEM when using
Gray mapping. However, natural mapping is advantageous at
E,/No beyond 7dB and outperforms Gray mapping despite
ISI. Unfortunately, anti Gray mapping does not converge
at all for this channel. This behavior can be verified by
the EXIT curves shown in Fig. 8. The trajectory of the

lE,EQ’ IA,Dec
o
[

— CC(7,5
—&- RNN+IDEM (natural, 1 it.)
—— RNN+IDEM (natural, 2 it.)
-@- RNN+IDEM (Gray, 2 it.)
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—— RNN+IDEM traj. (natural)
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Fig. 8. EXIT chart for 4 ASK and channel (a) at Ey/No = 8dB.

RNN+IDEM scheme with natural mapping is in between the
decoder characteristics and the RNN+IDEM characteristics
using 1 (squares) and 2 iterations (diamonds), respectively

[13]. The curve with Gray mapping (circles) starts at higher
Iy and therefore Gray mapping performs better than natural
mapping in the case of low a priori information. On the
other hand, the intersection with the decoder transfer function
is at lower output information. Thus, the BER performance
for high a priori information is worse than using natural
mapping. Additionally, the plot shows that the RNN+IDEM
curve (diamonds) converges to the AWGN demapper curve
(dashed dotted line) for perfect a priori knowledge. The curve
for anti Gray mapping (dashed line) starts below the decoder
characteristics so that reasonable BER performance cannot be
achieved for the chosen code and equalizer.

Figs. 9 and 10 show similar results for 8 QAM and channel
(b). Since the equalizer for mapping M2 does not converge to

0
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a® 107+ : N ]
°
2
=
g
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0 2 4 6 8 10
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Fig. 9. BER for 8 QAM and channel (b), M1 and M2 see Table II.
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Fig. 10. EXIT chart for 8 QAM and channel (b) at F;/No = 8dB.

low BER like in the previous example for anti Gray mapping,
we omit the corresponding curve. As the figure illustrates we
see that it is useful to apply iterative demapping for the M1
mapping in any case, since the potential for a performance
gain is inherently given and M1 offers the largest Iy. In the
ISI case the complexity for iterative demapping (RNN+IDEM)
increases only little due to the more complex formula (7), but



the effort in terms of decoding steps is not higher than for the
joint decoding scheme without demapping (RNN).

VI. CONCLUSIONS

We derived a new soft iterative interference cancellation
scheme (RNN+IDEM) that exploits extrinsic demapper trans-
fer characteristics. Its performance gain over the conventional
scheme (RNN) was verified with the EXIT chart tool. Further-
more, simulation results showed that in some cases AWGN
performance can be achieved even for non-Gray mappings. A
simple algorithm for the construction of moderate mappings in
AWGN environment was introduced. Iterative demapping and
decoding leads also to an improved performance when suitably
combined with other types of equalizers like the Soft Cholesky
Block Decision Feedback Equalizer [14], which was shown
in the context of multi-carrier MIMO systems in [18]. Future
work will include the use of more sophisticated channel codes
and the assumption of imperfect channel state information.
This paper is published in [19].
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